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#### Abstract

An efficient training method for block-diagonal recurrent neural networks is proposed. The method modifies the RPROP algorithm, originally developed for static models, in order to be applied to dynamic systems. A comparative analysis with a series of algorithms and recurrent models is given, indicating the effectiveness of the proposed learning approach.


## 1. Introduction

Recurrent neural networks have attracted considerable attention during the last decade. Due to their enhanced temporal capabilities, they have been extensively employed in several real world applications, including system identification, control, and temporal pattern recognition. The Diagonal Recurrent Neural Network (DRNN) [2] is a simplified form of the fully recurrent network (FRNN) [10] with no interlinks among neurons in the hidden layer. As shown in [2], DRNN is capable of controlling dynamic systems in the same way a FRNN does, requiring a considerably reduced parameter set compared to FRNN. A modified DRNN is the Block-Diagonal Recurrent Neural Network (BDRNN) [7], where dynamics is introduced between pairs of neurons in the hidden layer. The BDRNN developed in [7] is proved to be an efficient modelling tool as well.

The Back Propagation Through Time (BPTT) [4], an extension of the popular Back Propagation method to dynamic models, has been considered as an exclusive algorithm for training BDRNNs, due to the fact that it is a well established and easily applicable optimization method. However, the BPTT exhibits certain disadvantages, such as: a) it shows a low speed of convergence, b) most often it becomes trapped to local minima of the error surface.

In this perspective, the present work proposes the Modified Resilient Backpropagation (MRPROP) algorithm for training block-diagonal recurrent neural networks. The RPROP algorithm was originally developed in [5] for static networks and constitutes one of the best performing first order learning methods for neural networks, since it exhibits improved performance characteristics by remedying the drawbacks inherent to gradient descent learning [1]. The rest of this paper is organized as follows: In Section 2 the structure and characteristics of the BDRNN are illustrated. The learning algorithm is developed in Section 3. In the next section a simulation example is presented, in order to highlight the behaviour of MRPROP. The paper concludes with a brief discussion of the proposed method.

## 2. The block-diagonal recurrent neural network

The block-diagonal recurrent neural network is a two layer network, with the output layer being static and the hidden layer being dynamic. The hidden layer consists of pairs of neurons (blocks); there are feedback connections between the neurons of each pair, introducing dynamics to the network.

The configuration of BDRNN is presented in Fig. 1, where, for the sake of simplicity, a single-input-single-output BDRNN with four blocks of neurons is shown.

The operation of the BDRNN with $m$ inputs, $r$ outputs and $N$ neurons at the hidden layer is described by the following set of state equations:

$$
\begin{align*}
& \boldsymbol{x}(k)=f_{a}(W \cdot \boldsymbol{x}(k-1)+B \cdot \boldsymbol{u}(k))  \tag{1a}\\
& \boldsymbol{y}(k)=f_{b}(C \cdot \boldsymbol{x}(k)) \tag{1b}
\end{align*}
$$

where:

- $f_{a}, f_{b}$ are the neuron activation functions of the hidden and the output layers, respectively. In the
following, the activation functions are both chosen to be the sigmoid function $f(z)=\frac{1-e^{-a_{n} \cdot z}}{1+e^{-a_{n} \cdot z}}$.
- $\boldsymbol{u}(k)=\left[u_{i}(k)\right]$ is a $m$-element vector, comprising the inputs of the network at time $k$.
- $\boldsymbol{x}(k)=\left[x_{i}(k)\right]$ is a $N$-element vector, comprising the outputs of the hidden layer. In particular, $x_{i}(k)$ is the output of the $i$-th hidden neuron at time $k$.
- $\boldsymbol{y}(k)=\left[y_{i}(k)\right]$ is a $r$-element vector, comprising the outputs of the network at time $k$.
- $B=\left[b_{i, j}\right]$ and $C=\left[c_{l, j}\right]$ are $N \times m$ and $r \times N$ input and output weight matrices, respectively.
- $W=\left[w_{i, j}\right]$ is the $N \times N$ block diagonal feedback matrix. In particular,

$$
w_{i, j}= \begin{cases}\neq 0 & \text { if } i=j \\ \neq 0 & \text { if } i \neq j \text { and } i=j-1 \text { and } i \text { is odd } \\ \neq 0 & \text { if } i \neq j \text { and } i=j+1 \text { and } i \text { is even } \\ 0 & \text { otherwise }\end{cases}
$$



Figure 1.Configuration of BDRNN
The feedback matrix, $W$, is block diagonal: $W=\operatorname{diag}\left[W^{(1)}, \ldots, W^{(N / 2)}\right] ;$ each diagonal element, corresponding to a block of recurrent neurons, has a block submatrix in the form

$$
W^{(i)}=\left[\begin{array}{cc}
w_{2 i, 2 i} & w_{2 i, 2 i+1}  \tag{2}\\
w_{2 i+1,2 i} & w_{2 i+1,2 i+1}
\end{array}\right] \quad i=1,2, \ldots, \frac{N}{2}
$$

Equation (2) describes the general case of BDRNN, which is called BDRNN with free-form submatrices. A special case of BDRNN consists of scaled orthogonal submatrices in the form
$W^{(i)}=\left[\begin{array}{cc}w_{2 i, 2 i} & w_{2 i, 2 i+1} \\ -w_{2 i, 2 i+1} & w_{2 i, 2 i}\end{array}\right]=\left[\begin{array}{cc}w_{i}^{(1)} & w_{i}^{(2)} \\ -w_{i}^{(2)} & w_{i}^{(1)}\end{array}\right]$
where $i=1,2, \ldots, \frac{N}{2}$.
From (2) and (3) becomes evident that the FreeForm BDRNN consists of feedback submatrices with four distinct elements and provides a greater degree of freedom compared to the Scaled Orthogonal BDRNN, which has two weights at each feedback submatrix. Nevertheless, as discussed in [6], the latter network exhibits superior modeling capabilities than the FreeForm BDRNN, and the forthcoming learning method will be developed for this network. It should be noted that the method is general, applicable to the FreeForm BDRNN after a small number of modifications take place.

In view of the above, the state equations (1) for the Scaled Orthogonal BDRNN can take the following form:
$x_{2 i-1}(k)=f_{a}\left(\sum_{j=1}^{m} b_{2 i-1, j} \cdot u_{j}(k)+w_{i}^{(1)} \cdot x_{2 i-1}(k-1)+\right.$
$\left.+w_{i}^{(2)} \cdot x_{2 i}(k-1)\right) \quad i=1, \ldots, \frac{N}{2}$
$x_{2 i}(k)=f_{a}\left(\sum_{j=1}^{m} b_{2 i, j} \cdot u_{j}(k)-w_{i}^{(2)} \cdot x_{2 i-1}(k-1)+\right.$
$\left.+w_{i}^{(1)} \cdot x_{2 i}(k-1)\right) \quad i=1, \ldots, \frac{N}{2}$
$y_{l}(k)=f_{b}\left(\sum_{j=1}^{N} c_{l, j} \cdot x_{j}(k)\right) \quad l=1, \ldots, r$
where $w_{i}^{(1)}, w_{i}^{(2)}$ are the feedback weights at the hidden layer.

## 3. The MRPROP method

### 3.1. The algorithm

In gradient-based methods like BPTT the weight changes are proportional to the size of the gradient of an error function $E$ :
$\Delta w_{i}(t)=-\mu \frac{\partial^{+} E(t)}{\partial w_{i}}$
where $\frac{\partial^{+} E}{\partial w_{i}}$ is the ordered partial derivative of $E$ with respect to a weight $w_{i}$, employed in recurrent models ([9]), $t$ represents the epoch index and $\mu$ is the learning rate, which is kept fixed throughout the
learning process and is common to all weight updates.
Therefore, an appropriate selection of the learning rate is crucial to the evolution of the learning process and constitutes a significant constraint. The MRPROP attempts to alleviate this disadvantage of BPTT by allowing each fitting parameter to have its individual step size, which is adjusted during the learning process based on the sign of the respective partial derivative at the current and the previous epoch. Therefore, the effect of the adaptation process is not blurred by the influence of the size of the parameter gradient but is only dependent on the temporal behavior of the gradient ([5]).

Particularly, let $\frac{\partial^{+} E(t)}{\partial w_{i}}$ and $\frac{\partial^{+} E(t-1)}{\partial w_{i}}$ denote the ordered derivatives of $E$ with respect to $w_{i}$ at the present and the preceding epochs, respectively. MRPROP is described in pseudo-code as follows:
(a) For all weights $w_{i}$ initialize the step sizes $\Delta_{i}^{(1)}=\Delta_{0}$

## Repeat

(b) For all weights $w_{i}$ compute the error gradient: $\frac{\partial^{+} E(t)}{\partial w_{i}}$
(c) For all weights $w_{i}$, update step sizes:

$$
\begin{align*}
& \text { (c.1) If } \frac{\partial^{+} E(t)}{\partial w_{i}} \times \frac{\partial^{+} E(t-1)}{\partial w_{i}}>0 \\
& \text { then } \Delta_{i}^{(t)}=\min \left\{\eta^{+} \cdot \Delta_{i}^{(t-1)}, \Delta_{\max }\right\}(6) \\
& \text { (c.2) } \text { Else if } \frac{\partial^{+} E(t)}{\partial w_{i}} \times \frac{\partial^{+} E(t-1)}{\partial w_{i}}<0 \\
& \text { then } \Delta_{i}^{(t)}=\max \left\{\eta^{-} \cdot \Delta_{i}^{(t-1)}, \Delta_{\min }\right\} \text { (7) } \\
& \text { (c.3) }  \tag{8}\\
& \text { Else } \Delta_{i}^{(t)}=\Delta_{i}^{(t-1)}
\end{align*}
$$

(d) Update weights $w_{i}: \Delta w_{i}(t)=-\operatorname{sign}\left(\frac{\partial^{+} E(t)}{\partial w_{i}}\right) \cdot \Delta_{i}^{(t)}$

## Until convergence

where the step sizes are bounded by $\Delta_{\text {min }}, \Delta_{\text {max }}$. The initial values of the step sizes $\Delta_{i}^{(1)}=\Delta_{0}$ are chosen rather moderately (e.g. 0.1 ), since these values directly determine the sizes of the first parameter changes. The increase and attenuation factors are set to $n^{+} \in[1.01,1.3]$ and $n^{-} \in[0.5,0.9]$, respectively.

The adaptation mechanism described above has the advantage of correlating the step sizes not to the size
of the derivatives but to their signs. Hence, whenever a parameter moves along a direction reducing $E$ (the derivatives at successive epochs have the same sign), its step size is increasing independently of the size of the derivative. In this way, the step sizes can sufficiently increase when needed, even at the final stage of the learning process when the sizes of the derivatives are rather small. Additionally, when changes in the sign of the derivative occur, the step size is diminishing to prevent the error measure from oscillating.

### 3.2. Extraction of the error gradients

In the sequel, the MRPROP algorithm will be applied to the BDRNN, using as error measure the Mean Squared Error (MSE), defined by
$E=\frac{1}{k_{f}} \sum_{k=1}^{k_{f}} \sum_{l=1}^{r}\left[y_{l}(k)-\hat{y}_{l}(k)\right]^{2}$
where $y_{l}(k)$ is the $l$-th model output, $\hat{y}_{l}(k)$ is the $l$-th desired (actual) output of the system at time step $k$.

Due to the temporal relations existing in a dynamic system, the extraction of the ordered partial derivatives is not straightforward and is accomplished via a set of recursive equations.

In order to determine the error gradients of the dynamic part of BDRNN, let us introduce
a) the state vector $\operatorname{st}(t)$, defined as:
$\boldsymbol{s t}(k)=\left[x_{1}(k), \ldots, x_{N}(k), y_{1}(k), \ldots, y_{r}(k)\right]^{T}$
comprising the outputs of the hidden and the output layer.
b) the control vector $\boldsymbol{\theta}$ comprising the synaptic and feedback weights ( $N \times(m+r+1)$ weights)
$\boldsymbol{\theta}=\left[b_{1,1}, \ldots, b_{N, m}, w_{1}^{(1)}, w_{\frac{N}{2}}^{(1)}, w_{1}^{(2)}, w_{\frac{N}{2}}^{(2)}, c_{1,1}, \ldots, c_{r, N}\right]^{T}$
For a data set including $k_{f}$ pairs, the state equations are written
$\boldsymbol{f}(\boldsymbol{s t}(k), \boldsymbol{\theta}(k))=\boldsymbol{0}, \quad k=1, \ldots, k_{f}$
$f_{2 i-1}^{(1)}(k) \quad i=1, \ldots, \frac{N}{2}:$
$f_{a}\left(\sum_{j=1}^{m} b_{2 i-1, j} u_{j}(k)+w_{i}^{(1)} x_{2 i-1}(k-1)+w_{i}^{(2)} x_{2 i}(k-1)\right)-$
$-x_{2 i-1}(k)=0 \quad\left(k_{f} \times \frac{N}{2}\right.$ equations $)$
$f_{2 i}^{(1)}(k) \quad i=1, \ldots, \frac{N}{2}:$
$f_{a}\left(\sum_{j=1}^{m} b_{2 i, j} u_{j}(k)-w_{i}^{(2)} x_{2 i-1}(k-1)+w_{i}^{(1)} x_{2 i}(k-1)\right)-$
$-x_{2 i}(k)=0 \quad\left(k_{f} \times \frac{N}{2}\right.$ equations $)$
$f_{l}^{(2)}(k) l=1, \ldots, r$ :
$f_{b}\left(\sum_{j=1}^{N} c_{l, j} x_{j}(k)\right)-y_{l}(k)=0 \quad\left(k_{f} \times r\right.$ equations $)$
The error gradients are given by
$\frac{\partial^{+} E}{\partial \boldsymbol{\theta}}=\lambda^{T} \frac{\partial \boldsymbol{f}}{\partial \boldsymbol{\theta}}$
where the extraction of the Lagrange multipliers $\lambda$ ([4]) is based on the formula

$$
\begin{equation*}
\frac{\partial E}{\partial \boldsymbol{x}}+\lambda^{T} \frac{\partial \boldsymbol{f}}{\partial \boldsymbol{\theta}}=\mathbf{0} \tag{16}
\end{equation*}
$$

After calculations are conducted in (16), the multipliers are determined through the following recursive equations:
$\lambda_{l}^{(2)}(k)=\frac{1}{k_{f}} \cdot\left[y_{l}(k)-\hat{y}_{l}(k)\right]$
$\lambda_{2 i-1}^{(1)}(k)=\frac{1}{k_{f}} \cdot \sum_{l=1}^{r}\left\{c_{l, 2 i-1} \cdot f_{b}^{\prime}(l) \cdot\left[y_{l}(k)-\hat{y}_{l}(k)\right]\right\}+$
$\left.+\sum_{l=1}^{r}\left\{\lambda_{E l}^{(2)}(k) \cdot c_{l, 2 i-1} \cdot f_{b}^{\prime}{ }^{(l)}\right)\right\}+\lambda_{2 i-1}^{(1)}(k+1) \cdot w_{i}^{(1)} \cdot f_{a}^{\prime}(k+1)-$
$-\lambda_{2 i}^{(1)}(k+1) \cdot w_{i}^{(2)} \cdot f_{a}^{\prime}{ }^{\left({ }^{(2 i)}\right.}{ }^{(k+1)}$
$\lambda_{2 i}^{(1)}(k)=\frac{1}{k_{f}} \cdot \sum_{l=1}^{r}\left\{c_{l, 2 i} \cdot f_{b}^{\prime}(k) \cdot\left[y_{l}(k)-\hat{y}_{l}(k)\right]\right\}+$
$\left.+\sum_{l=1}^{r}\left\{\lambda_{l}^{(2)}(k) \cdot c_{l, 2 i} \cdot f_{b}^{\prime}\left({ }^{(l)}\right)\right\}+\lambda_{2 i-1}^{(1)}(k+1) \cdot w_{i}^{(2)} \cdot f_{a}^{\prime}(2 i-1), 1\right)+$
$+\lambda_{2 i}^{(1)}(k+1) \cdot w_{i}^{(1)} \cdot f_{a}^{\prime}{ }^{(2 i)}{ }^{(2 i)}$
(17c)
where $i=1, \ldots, \frac{N}{2}, l=1, \ldots, r$ and $f_{b}^{\prime}(\stackrel{l}{k})$,
$f_{1}^{\prime}(k+j), f_{1}^{\prime(2 i-1)}(k+j)$ are the derivatives of $y_{j}(k+l)$ and $x_{2 i-1}(k+j), x_{2 i}(k+j)$, respectively, with respect to their arguments. Equations (17) are backward difference equations that can be solved for $k=k_{f}, k_{f}-1, \ldots, 1 \quad$ using the following boundary conditions:

$$
\begin{equation*}
\lambda_{l}^{(2)}\left(k_{f}\right)=\frac{1}{k_{f}} \cdot\left[y_{l}\left(k_{f}\right)-\hat{y}_{l}\left(k_{f}\right)\right] \tag{18a}
\end{equation*}
$$

$\lambda_{2 i-1}^{(1)}\left(k_{f}\right)=\frac{1}{k_{f}} \cdot \sum_{l=1}^{r}\left\{c_{l, 2 i-1} \cdot f_{b}^{\prime}\left(k_{f}^{(l)}\right) \cdot\left[y_{l}\left(k_{f}\right)-\hat{y}_{l}\left(k_{f}\right)\right]\right\}+$
$\left.+\sum_{l=1}^{r}\left\{\lambda_{l}^{(2)}\left(k_{f}\right) \cdot c_{l, 2 i-1} \cdot f_{b}^{\prime}{ }^{\left({ }^{(l)}\right.} k_{f}\right)\right\}$
$\lambda_{2 i}^{(1)}\left(k_{f}\right)=\frac{1}{k_{f}} \cdot \sum_{l=1}^{r}\left\{c_{l, 2 i} \cdot f_{b}^{\prime}\left(k_{f}^{(l)}\right) \cdot\left[y_{l}\left(k_{f}\right)-\hat{y}_{l}\left(k_{f}\right)\right]\right\}+$
$\left.+\sum_{l=1}^{r}\left\{\lambda_{l}^{(2)}\left(k_{f}\right) \cdot c_{l, 2 i} \cdot f_{b}^{\prime}{ }^{\left({ }^{(l)}\right.}{ }_{f}\right)\right\}$
Substituting (14) and (17) to (15), and taking into consideration (12), the error gradients are given by
$\frac{\partial^{+} E}{\partial c_{l i}}=\sum_{k=1}^{k_{f}}\left\{\lambda_{l}^{(2)}(k) \cdot x_{i}(k) \cdot f_{b}^{\prime}{ }^{\prime(l)}(k)\right\}$
$\frac{\partial^{+} E}{\partial b_{i j}}=\sum_{k=1}^{k_{f}}\left\{\lambda_{i}^{(1)}(k) \cdot u_{j}(k) \cdot f_{a}^{\prime}{ }^{\prime(i)}(k)\right\}$
where $i=1, \ldots, N, j=1, \ldots, m, l=1, \ldots, r$.
$\frac{\partial^{+} E}{\partial w_{i}^{(1)}}=\sum_{k=1}^{k_{f}}\left\{\lambda_{2 i-1}^{(1)}(k) \cdot x_{2 i-1}(k-1) \cdot f_{a}^{\prime} \stackrel{(2 i-1)}{(k)+}\right.$
$\left.+\lambda_{2 i}^{(1)}(k) \cdot x_{2 i}(k-1) \cdot f_{a}^{\prime}{ }^{(2 i)}(k)\right\} \quad i=1, \ldots, \frac{N}{2}$
$\frac{\partial^{+} E}{\partial w_{i}^{(2)}}=\sum_{k=1}^{k_{f}}\left\{\lambda_{2 i-1}^{(1)}(k) \cdot x_{2 i}(k-1) \cdot f_{a}^{\prime} \quad\left(\begin{array}{c}(2 i-1) \\ (k)\end{array}+\right.\right.$
$\left.-\lambda_{2 i}^{(1)}(k) \cdot x_{2 i-1}(k-1) \cdot f_{a}^{\prime}{ }^{(2 i)}(k)\right\} \quad i=1, \ldots, \frac{N}{2}$

## 4. Simulation results

In this section, extensive experimentation is carried out in an attempt to demonstrate the stabilizing properties of the MRPROP approach and compare its performance to other learning schemes. A benchmark problem is employed, the identification of a dynamical system. The example is taken from [3], where the plant to be identified is governed by the following difference equation
$y_{p}(k+1)=\frac{y_{p}(k) \cdot y_{p}(k-1) \cdot y_{p}(k-2) \cdot u(k-1) \cdot\left[y_{p}(k-2)-1\right]+u(k)}{1+y_{p}^{2}(k-1)+y_{p}^{2}(k-2)}$

As it can be seen, the current output of the plant depends on three previous outputs and two previous inputs. A parallel identification system is considered, with the input $u(k)$ being the sole input to the network. The BDRNN used comprises four blocks of neurons in the hidden layer, resulting to a model with a total number of 32 weights.

In [7], the BDRNN is trained by use of BPTT. Our intention here is to compare the performance of the MRPROP method to the one reported in [7], in training of the BDRNN. A second objective of the experimentation is to test the level of accuracy and the generalization capabilities attained by the BDRNN and MRPROP in comparison to other recurrent models. In order to comply with previous results reported in the literature, a new training data containing ten batches of 900 patterns is generated. For each data batch, the input $u(k)$ is an independent and identically distributed uniform sequence for the first half of the 900 time steps and a sinusoid given by $1.05 \sin (\pi k / 45)$ for the rest of the time instants. The checking data set is composed of 1000 samples with a signal described by

$$
u(k)=\left\{\begin{array}{lc}
\sin (\pi k / 25) & k<250  \tag{21}\\
1 & 250 \leq k<500 \\
-1 & 500 \leq k<750 \\
0.3 \sin (\pi k / 25)+0.1 \sin (\pi k / 32)+ \\
+0.6 \sin (\pi k / 10) & 750 \leq k<1000
\end{array}\right.
$$

The experimental setup includes the MRPROP and the BPTT algorithms, both used to train a BDRNN with four weight blocks. The training parameters of MRPROP and BPTT are chosen as described in the sequel. For each method, several runs are performed with different parameter combinations. In those runs the network starts from the same initial weights. Then, the parameter combination is selected exhibiting the fastest convergence and low values of the error function. Following this approach, we are led to $\Delta_{0}=0.01, \quad \eta^{+}=1.05$ and $\eta^{-}=0.85$ for the MRPROP, and a learning rate of $\mu_{1}=0.032$ for BPTT, respectively. Next, a series of 100 independent trials are attempted, each with different weight initializations. Particularly, the feedback weights $W$ and the weight matrices $B$ and $C$ are randomly selected within the range $[-0.5,0.5]$. The slope pertaining to the activation functions of the network neurons is set to 2 . For each particular trial and for fair comparison, the same weight initializations are used for MRPROP and BPTT.

Three different types of recurrent neural networks are also considered, namely, the IIR-MLP recurrent network [8], the diagonal recurrent neural network (DRNN) [2], and the memory neural network (MNN) [6]. The IIR-MLP is a multilayered network where the synaptic connections are implemented through IIR filters, including a moving average (MA) and an autoregressive (AR) part. We selected a $1 \times 8 x 1$ IIR-MLP
model with unit delays in the MA and the AR parts, both for the input-to-hidden and the hidden-to-output synaptic filters, respectively. The DRNN is a modified form of the fully recurrent neural network with one hidden layer containing self-recurrent neurons. In our simulations a $1 \times 8 x 1$ DRNN model is selected. The weights of the IIR-MLP and DRNN are randomly initialized in that range $[-0.5,0.5]$. Following a similar approach as above, the learning rate is set to 0.01 , an optimal value decided after an initial experimentation for several training runs. Training of the IIR-MLP and DRNN models is accomplished by means of the BPTT algorithm while MNN is trained using the real time recurrent learning (RTRL) method [4].

All network models and learning schemes are trained following a parallel mode approach, with the exception of the MNN where the series-parallel configuration is adopted, as reported in [6]. Table I hosts the comparative results attained after five training epochs of the entire data set, with the weight updates taking place at the end of each one of the ten batches. The results are averaged over 100 independent runs with different weight initializations. The results for the MNN are taken from [6]. The effectiveness of the training process is measured in terms of the average and the standard deviation of the MSE over the checking data set. From the results in Table I it can be seen that the BDRNN trained by the MRPROP method exhibits the best performance among the competing schemes, with regard to both the average and, especially, the standard deviation of the checking error. The former criterion indicates the accuracy of the MRPROP algorithm while the later one shows its robustness to weight initializations. The BPTT scheme for the BDRNN is considerably inferior to the MRPROP method regarding the accuracy and the generalization property. Furthermore it has an error standard deviation almost twice as large compared to the one attained by MRPROP, leading to the conclusion that MRPROP accelerates the learning process for the BDRNN significantly, while exhibiting insensitivity to initial weight settings.

It should be mentioned that, even though the MRPROP algorithm has been developed for Scaled Orthogonal BDRNN, it can be easily modified in order to be applicable to Free-Form BDRNN. The mere difference in the latter case is the existence of four tunable feedback weights at each block of neurons of the hidden layer.

## 5. Conclusions

A new learning algorithm for training recurrent systems has been proposed, entitled Modified Resilient Backpropagation. The method has modified the standard RPROP algorithm such that it can be applied to dynamic models and particularly to Block-Diagonal Recurrent Neural Networks, by taking into account the temporal relations existing in a dynamic system. The
proposed learning scheme has been applied to an identification problem and a comparative analysis with a series of algorithms and recurrent networks has been conducted, underlining the effectiveness of MRPROP.

Table 1. Comparative results between the suggested MRPROP algorithm, the BPTT and other recurrent network types for the identification problem. Results are derived from 100 independent trials.

| Network <br> type | Training method | Checking MSE Avg | Checking MSE StD | No. of weights |
| :---: | :---: | :---: | :---: | :---: |
| BDRNN | MRPROP | 0.0305 | 0.0037 | 32 |
| BDRNN | BPTT | 0.0368 | 0.0060 | 32 |
| IIR-MLP | BPTT | 0.0303 | 0.0409 | 32 |
| DRNN | BPTT | 0.0287 | 0.0118 | 33 |
| MNN | RTRL | 0.0752 | - | 81 |
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